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Abstract

While in popular perceptions decisions made by computer programs continue to be considered more objective (Sundar and Nass 2001) and accurate (Logg, Minson and Moore 2018) than human decisions, discrimination in algorithmic decision making has become an important topic across different research communities (e.g., social science: Binns et al. 2018, Dressel and Farid 2018; computer science: Liu et al. 2018, Kleinberg et al. 2018; statistics: Johndrow and Lum 2017, Berk et al. 2017). In this paper, we explore the bias in the predictions of the Correctional Offender Management Profiling for Alternative Sanctions (COMPAS) algorithm, a criminal risk assessment tool used in sentencing in a number of U.S. states. In doing so we build on and extend prior research by Dressel and Farid (2018), who analyzed the accuracy and fairness of predictions from the COMPAS algorithm matched with a database of 2013-2014 pretrial defendants from Broward County, Florida, and human risk assessment by survey respondents.

Our contribution is twofold. First, we re-analyze the Dressel and Farid (2018) data to (1) explore the consequences of setting risk thresholds, and (2) employ a wider set of fairness metrics than used in prior studies. We find that fairness metrics are highly sensitive to the dichotomization of the COMPAS risk score. We discuss the applicability of the fairness metrics, and the differences between them.

Second, we extend the original study by conducting a new survey with a racial composition that allows for estimating between group differences (an element missing from the study of Dressel and Farid 2018). We explore how the accuracy and fairness of recidivism risk assessment differs between black and white survey respondents, and how it compares to predictions from the COMPAS algorithms. Preliminary results suggest that respondents tend to be more lenient towards the offenders of their own race. We conclude with recommendations for future studies on algorithmic bias.
Secondary data analysis: Re-analysis of existing data

The dataset used by Dressel and Farid (2018) combines data from two sources. The first is a dataset of pre-trial defendants from Broward County, Florida, which are matched to COMPAS predictive risk scores of recidivism (Angwin et al. 2016). The second part comes from a survey conducted by Dressel and Farid (2018) using Mechanical Turk. Respondents were presented descriptions (vignettes) of defendants from the Broward County dataset and asked to assess whether the defendant will commit another crime in the next two years.

We start with a replication of the analyses in Dressel and Farid (2018). Next, we make several extensions and refinements. First, we analyze the consequences of constructing the recidivism risk variable. COMPAS assesses recidivism risk as a score (integer) between 1 and 10, where 1-4 is considered as low, 5-7 as medium, and 8-10 as high risk. Researchers, including Dressel and Farid (2018), typically dichotomize these predictions as 1-4 corresponding to low and 5-10 to high risk. At the same time, in the analysis of the survey results, defendants were considered “high risk” if more than 50% of respondents gave positive answers to predicted recidivism. We show that basic measures of fairness, such as false positive, false negative, false discovery, and false omission rates are highly sensitive to the dichotomization of COMPAS risk score, which raises the issue of comparisons between ranked and binary-labelled data. Next, we perform the analysis considering all three levels of risk and explicit ranking, and also take into account the type of crime. Second, aiming for algorithmic explanation of COMPAS and respondents classification, we perform feature selection and decision rule mining to identify and compare the key features.

Further, we extend the list of fairness metrics. As recent studies have shown, basic statistical metrics used in Dressel and Farid (2018), such as accuracy, false-positive and false-negative rates, can often be misleading. At the same time, reasonable fairness metrics can lead to contradictory results (cf. studies for the same COMPAS dataset by Dieterich et al. 2016, and by Angwin et al. 2016). Other studies also show that it is impossible to simultaneously satisfy a set of common fairness measures (Chouldechova 2016, Corbett-Davies et al. 2017, Kleinberg et al. 2017). Thus, we experiment with a set of novel metrics and methods, which reflect different aspects of bias and discrimination (Verma and Rubin 2018). Among others, we perform benchmark tests, outcome tests (Becker 1957) and recently proposed threshold tests (Simoiu et al. 2017), as well as ranking-based fairness evaluation (Yang and Stoyanovich 2017).

Primary data collection and analysis

The second part of our analysis involves collecting our own data, also via MTurk, and mimicking the design in the Dressel and Farid (2018) study, with some necessary modifications. We decided to use vignettes that mention the defendant’s race only (the Dressel and Farid 2018 survey had two variants: with and without race), as this allows us to compare risk assessment by the race of the survey respondent and of the defendant, as well as to investigate in-group bias. Further, we limit the number of vignettes 25 per respondent, and impose a target of 50:50 for the
blacks-to-whites ratio in order to test for between-race differences in risk assessment. We have completed the first wave of data collection.

Preliminary analyses show that respondents are more lenient towards the offenders of their own race. However, if we exclude the defendants with medium-risk COMPAS scores and cases with high disagreement among the respondents (majority is supported by less than 3/4 of the respondents of the same race), then race does not play a role and prediction rates agree. This suggests that ambiguous medium-risk cases must be treated with caution and require further analysis. Further analyses and drawing stronger conclusions will be enabled by the second wave of data collection, in the autumn 2018.
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