
Complexities Associated with User-generated Book Reviews in
Digital Libraries: Temporal, Cultural, and Political Case Studies

Yuerong Hu
yuerong2@illinois.edu

School of Information Sciences,
University of Illinois Urbana -

Champaign
Champaign, Illinois, USA

Zoe LeBlanc
zleblanc@illinois.edu

School of Information Sciences,
University of Illinois Urbana -

Champaign
Champaign, Illinois, USA

Jana Diesner
jdiesner@illinois.edu

School of Information Sciences,
University of Illinois Urbana -

Champaign
Champaign, Illinois, USA

Ted Underwood
tunder@illinois.edu

School of Information Sciences,
University of Illinois Urbana -

Champaign
Champaign, Illinois, USA

Glen Layne-Worthey
gworthey@illinois.edu

School of Information Sciences,
University of Illinois Urbana -

Champaign
Champaign, Illinois, USA

J. Stephen Downie
jdownie@illinois.edu

School of Information Sciences,
University of Illinois Urbana -

Champaign
Champaign, Illinois, USA

ABSTRACT
While digital libraries (DL) have made large-scale collections of
digitized books increasingly available to researchers [31, 67], there
remains a dearth of similar data provisions or infrastructure for
computational studies of the consumption and reception of books.
In the last two decades, user-generated book reviews on social
media have opened up unprecedented research possibilities for
humanities and social sciences (HSS) scholars who are interested
in book reception. However, limitations and gaps have emerged
from existing DH research which utilize social media data for an-
swering HSS questions. To shed light on the under-investigated
features of user-generated book reviews and the challenges they
might pose to scholarly research, we conducted three exemplar
cases studies: (1) a longitudinal analysis for profiling the temporal
changes of ratings and popularity of 552 books across ten years; (2)
a cross-cultural comparison of book ratings of the same 538 books
across two platforms; and, (3) a classification experiment on 20,000
sponsored and non-sponsored books reviews. Correspondingly, our
research reveals the real-world complexities and under-investigated
features of user-generated book reviews in three dimensions: the
transience of book ratings and popularity (temporal dimension), the
cross-cultural differences in reading interests and book reception
(cultural dimension), and the user power dynamics behind the pub-
licly accessible reviews ("political" dimension). Our case studies also
demonstrate the challenges posed by user-generated book reviews’
real-world complexities to their scholarly usage and propose solu-
tions to these challenges. We conclude that DL stakeholders and
scholars working with user-generated book reviews should look

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
JCDL ’22, June 20–24, 2022, Cologne, Germany
© 2022 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 978-1-4503-9345-4/22/06. . . $15.00
https://doi.org/10.1145/3529372.3530930

into these under-investigated features and real-world challenges to
evaluate and improve the scholarly usability and interpretability of
their data.
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1 BACKGROUND AND INTRODUCTION
While collections of printed books have been developed and main-
tained for centuries, archives of ordinary readers’ reception of and
responses to books have rarely been preserved [9, 52]. As digital
historians have argued, “Historically, ordinary people did not leave
behind many records, forcing historians to learn about them from the
scant moments when they came into contact with large record-keeping
institutions like censuses, churches, poor rolls, or the criminal-justice
system” [52]. Due to a lack of empirical and historical research evi-
dence, many aspects of readership and reception history remained
theoretical and/or anecdotal until the 21st century. In the last two
decades, researchers have been uncovering historical archives [37]
and developing contemporary book reception corpora in support
of empirical investigations in reading behavior, reader response,
reception, literary appreciation, etc [9, 19, 25]. User-generated book
reviews on social reading/reviewing websites such as Amazon and
Goodreads meet this need, and have opened up unprecedented
research possibilities for studies in digital humanities (DH) and
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cultural analytics (CA) [36, 68], library and information sciences
[6, 47, 73], literary history [10], computer-supported cooperative
work [4, 61], social network analysis [49, 54], etc. However, research
limitations and gaps have also emerged from this burgeoning re-
search area, particularly in DH. This presented work was motivated
by two emergent gaps and limitations in computational analysis of
user-generated book reviews in DH.

First, although DH studies have leveraged datasets from differ-
ent historical periods and sources, the alignments and comparisons
are still largely limited to Anglophone materials and Western per-
spectives [21, 37, 45, 49, 55, 73]. At the same time, the books that
have been intensively studied in DH are mostly books with distin-
guished popularity and prestige, such as Western classics, popular
references in academia, mass market bestsellers, prize winners,
etc [10, 10, 38, 49, 58, 68]. All these books are subject to selection
bias and historical biases in literary history (e.g., classism, sexism,
racism, colonialism), which poses questions about the inclusive-
ness and representativeness of prior DH studies on book reviews.
For instance, in studies of the classics and bestsellers, reciprocal
effects and multiplier effects have emerged where various book
review platforms (e.g., Goodreads, LibraryThing), booksellers (e.g.,
Amazon Books, Barnes & Noble), and book impact indexes (e.g.,
the MLA International Bibliography, the Open Syllabus Project)
seem to echo each other’s opinions and "endorse" the same groups
of books [5, 10, 49]. It is necessary to diversify the DH research
datasets of user-generated book reviews for breaking such echo
chamber.

Second, existing DH studies often treat user-generated book
reviews as if they represent open, honest, independent, and demo-
cratic voices from real readers, although fake, paid, biased reviews
as well as professionally written reviews have been broadly iden-
tified and studied in research areas like computer science and in-
formation systems [32, 40, 41, 71, 74]. Likewise, DH scholars rarely
examine book reviews’ authenticity, usefulness and other aspects
of scholarly usability, despite the progress made in fake review
detection and review usefulness evaluation by researchers from on-
line marketing, decision support systems, and computer-mediated
communication [32, 34, 42, 44, 46, 72]. Such simplified modeling of
user-generated book reviews is understandable in some DH studies
given the facts that (1) DH scholars have to selectively re-purpose
social media data from commercial websites in order to answer
specific humanities questions due to lack of alternative historical
evidence; and, (2) DH theories, foci, and approaches are signif-
icantly different from those in other computing-centered areas.
However, real-world contexts associated with review data, when
downplayed or even neglected, might lead to biased assumptions
and even research fallacies [56]. For instance, both research and
news articles have revealed that user-generated book reviews are
subject to platform algorithmic moderation, review manipulation,
trolls, extortion scams, review bombing, collective fandom action,
and other undesirable effects [3, 30, 41, 48, 51, 53, 68]. Neverthe-
less, few of these problems have been sufficiently acknowledged
or addressed in prior DH studies on book reviews. In addition, al-
though online book review platforms like Goodreads have been
expanding the authority of people otherwise marginalized by literary
gatekeepers [24], it would be an oversimplification to assume that
user-generated reviews only reflect book opinions from ordinary

readers. In reality, this type of publicly accessible data is produced
under conditions of (1) wrestling among different book industry
stakeholders (e.g., publishers, booksellers, authors, and professional
literary critics) [51]; (2) fights and negotiations between the com-
mercial platforms and their users [2]; and, (3) tensions between
book authors and readers/reviewers [59, 64]. Lack of research on
these real-world issues and features of user-generated book reviews
can lead to false assumptions and non-contextual interpretations.
Therefore, it is essential to acknowledge and unfold the real-world
complexities of user-generated book reviews for more contextual-
ized and responsible DH research.

To uncover a more in-depth understanding of the real-world
challenges and nuances associated with deploying user-generated
book reviews for DH research, we investigated user-generated book
reviews through the lens of (1) temporal changes; (2) cross-cultural
divergence; and, (3) user power dynamics. To better align our study
with ongoing DH research interests and gaps, we collected data
from two large-scale, frequently studied, and cross-cultural online
reader communities: Goodreads based in the U.S. [27] and Douban
based in China [22]. We collected the books’ ratings, numbers of
ratings, ranking, and textual reviews from Goodreads and Douban
to explore three research questions: (1) how do book ratings and
the popularity of books change over time, particularly how durable
or ephemeral are ratings and popularity; (2) do users’ interests
in and opinions about books differ by their cultural background;
and if so, what are the cross-cultural differences and divergences;
and, (3) to which extent do reviews reflect an open, transparent,
and democratic paradigm? In the following paragraphs, we first
introduce the data sources we used and how we collected the data.
Next, we present our approach to and findings from each of the
three case studies. Then, we summarize our findings across the case
studies and draw overarching conclusions. Finally, we discuss our
research limitations and directions for future work.

2 DATA SOURCES AND ACCESS
2.1 Data Source
We surveyed prior research to identify frequently leveraged and
high quality data sources for our exemplar studies. Table 1 pro-
vides a quick summary of three of the most frequently leveraged
resources for research on online book reviews in English: Ama-
zon.com: Books (Hereafter, Amazon Books), Goodreads, and Li-
braryThing [14, 16, 17, 27, 43, 68]. Table 1 summarizes and com-
pares their history, user base, and prominent features. Note that
in this paper, "Amazon Books" only refer to the online book sell-
ing department of Amazon.com [14], not the Amazon Books retail
bookstores [13]. All three platforms allow readers to post their
numerical ratings of the books on a 1-to-5-star scale along with
optional textual and graphic reviews. Goodreads and LibraryThing
also allow readers to add their own tags to the books, build cus-
tom virtual book collections, vote for books, join online reading
discussions, etc. We chose to use Goodreads data because it is more
"bookish" compared to Amazon Books 1 and has a larger user base

1By more “bookish” we mean that Goodreads users and their reviews are more devoted
to books and reading activities. By contrast, many Amazon book ratings and reviews
are based on customer services and product quality instead of the book content or the
reviewers’ reading experience.

2



Complexities Associated with User-generated Book Reviews in
Digital Libraries: Temporal, Cultural, and Political Case Studies JCDL ’22, June 20–24, 2022, Cologne, Germany

Name Founding User Base Selected features and activities

Amazon.com: Books 2005, US Controls over 50% of all
book distribution in the US

- The world’s largest online bookseller
- Multiple boycott campaigns and lawsuits regarding price-fixing

Goodreads 2007, US 90 million registered members
as of July 2019

- Dominant position among US digital reading platforms
- Become a subsidiary of Amazon in 2013

LibraryThing 2005, US 2.6 million users
as of February 2021

- With library metadata imported and library cataloging rules applied.
- Crowdsourced tags from readers, bookstore owners, and librarians
- Became a subsidiary of Amazon in 2008

Table 1: Profiles of Amazon Books, Goodreads, and LibraryThing

Founding
Year User Base Coverage of Items Commercial

Dependency Languages

Goodreads 2007 90 million registered
members as of July 2019 Primarily books Acquired by Amazon Multiple languages, primarily English

Douban 2005 220 million registered
members as of 2020

Heterogenous cultural
products and activities Independent Multiple languages, primarily Chinese

Table 2: Comparison of Goodreads and Douban

compared to LibraryThing. To break the existing Anglophone "echo-
ing chamber" in DH datasets and enable cross-cultural comparisons,
we used Douban Books as the second data source. Douban is the
largest social platform based in China for reviewing all categories
of cultural products and activities, including books, movies, TV
episodes, albums, concerts, museum exhibitions, and so on [15, 22].
With about 220 million registered users [75], Douban functions as
a combination of Goodreads, LibraryThing, Rotten Tomato, and
IMDb. Douban Books is the division of Douban that devotes to
book reviews. Douban was chosen for two reasons. First, it is sim-
ilar and comparable to Goodreads in terms of functions, size of
the user base, and impact in the online book review communities,
which is summarized in Table 2. As we can tell from Table 2, the
main differences between Goodreads and Douban lie in their cov-
erage of items (books only vs. books included), user communities
(Western vs.non-Western) and commercial dependency (affiliated
with Amazon vs. independent). Second, the user communities of
Douban and Goodreads are significantly different from each other
for cross-cultural comparisons. Douban users are based in "the na-
tional boundaries of China as well as the Greater China region" [35].
According to the profiles of a million Goodreads users [63], users
based in Mainland China, Hong Kong, Macao and Taiwan only
make up 0.7%, while users from the United States, United Kingdom,
Canada and Australia make up 49%. Therefore, it is reasonable to as-
sume that Douban and Goodreads data were collected from two user
communities with little overlap, which makes the cross-cultural
comparisons valid and meaningful.

2.2 Legal and Ethical Use of Data
Given the fact that both Douban and Goodreads have suspended
their APIs, we decided to only collect a small amount of their
publicly accessible data for our studies. The data we collected (1)
were available to any online user without registration or logging
in required; and, (2) involved no identifiable information about
or collected from individual users. While we only collected the
present book rating data from Douban and Goodreads, we reused

several existing book review datasets. For instance, in order to
recover the historical book lists on Douban, we gathered book
lists archived and shared by Douban official accounts and other
Douban users [7, 8, 62, 65, 66, 77, 78]. Meanwhile, to build models
on the Goodreads book reviews, we reused existing open-access
Goodreads datasets [69, 70]. More details about these datasets are
provided in the following sections. Due to legal concerns (e.g., risks
of copyright infringement) and ethical considerations (e.g., pro-
tecting the readers’ privacy and their intellectual freedom from
unwanted attention and surveillance), we decided to not publicly
share the raw data we scraped or republish any data extracted from
existing datasets. Instead, we decided to share the Douban and
Goodreads URLs used as handles for retrieving the data collected.
These URLs would enable other researchers to examine the data we
used and conduct their own research on the same books. Sharing
the URLs instead of the data we scraped would also allow the copy-
right owners (e.g., the platforms, the users, the dataset curators) to
update and/or delete the content they created at any time. With
these decisions made, our access to and use of the user-generated
data should (1) be small-scale, research-only, transformative, and
non-consumptive [1, 11, 20]; and (2) have minor impact on the
potential market for or value of the copyrighted materials held by
Goodreads/Douban. Therefore, our case studies should not violate
(1) the copyright laws or the Computer Fraud and Abuse Act; (2)
the platforms’ terms of services or instructions specified in their
robots.txt files; nor (3) the privacy or rights of the users.

3 DESIGNS ANDWORKFLOWS OF THE
THREE CASE STUDIES

To realize our overarching research goals, we designed three case
studies to explore the temporal, cultural, and political dimensions
of user-generated book reviews, respectively. For each case study,
we first introduce the specific research questions and the research
design for answering them. Next, we describe how we collected
the datasets needed, particularly how we leveraged our domain
knowledge in book history and readership to clean, correct, align,
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and annotate the dataset. Finally, we combined a variety of compu-
tational techniques to analyze the dataset we built. In particular, we
adopted the measurements and models that have been frequently
used in recent DH and CA research to engage with the latest dis-
cussions.

3.1 Temporal Dimension: Longitudinal Analysis
This case study was driven by three research questions: (1) how do
book ratings change over time; (2) how durable is the popularity
of books; and, (3) under which circumstances are the ratings and
popularity of books most transient or durable. These questions
were prompted by how ranked lists of cultural products are used in
research for mapping cultural evolution and trends. For instance,
in DH studies, scholars take ranked lists of well-received and/or
high-rated cultural products as credible representations of ordi-
nary people’s cultural interests and the products’ social-cultural
impacts, such as the Billboard Hot 100 (for popular music) and Ama-
zon Bestsellers (for books) [49, 50]. However, impacts, popularity
and commercial success of books were not enduring or universal.
Readers’ feelings and opinions about books change over time, and
yesterday’s banned books can be today’s classics [26]. Therefore,
when it comes to studying user-generated ranked book lists, we
want to start from their temporal contexts: how durable is the
ranked list?

We decided to use Douban Top 250 Books List for this case study
on durability. Douban Top 250 Books List is considered one of the
most frequently cited book index curated on Douban Books[29].
It presents real-time rankings, average ratings, and numbers of
ratings of the 250 most popular and highly-rated books on Douban.
The list was automatically generated and updated based on cu-
mulative and crowdsourced ratings and reviews contributed by
Douban users. According to Douban’s official statements, their al-
gorithms have been updated several times for (1) filtering out fake
and suspicious reviews; and, (2) for re-balancing the impact of het-
erogeneous factors (commercial promotion, participatory culture,
fandom activities, etc.) [7, 8]. This list was selected because it was
the only "recoverable" Douban book list with sufficient historical
data archived. The other Douban book lists were either (1) discrete
and non-overlapping (e.g., the Most Popular Books in 2021); or, (2)
too small for systematic analysis (e.g., the Top Ten Most Popular
American Literature).

Since Douban only shows real-time data and does not keep track
of the historical changes, we recovered the historical Douban Top
250 Books lists from 2011 to 2021 by consulting as many existing
references as possible, including Douban users’ book lists, scraped
datasets of the Douban Top 250 Books, news articles in different
years with the lists, etc. We collected the list in 2021 by scraping
a limited amount of publicly accessible data. Through rigorous
comparison and multiple rounds of data cleaning (deduplication of
volumes, normalization of book titles, alignment of different text
encodings, etc.), we curated a longitudinal dataset of Douban Top
250 Books lists with eight "snapshots" of the list in 2011, 2013, 2016,
2017, 2018, 2019, 2020, and 2021 2. The items we collected included
book metadata, rankings, ratings, numbers of ratings, numbers of
reviews, and crowdsourced tags. Multiple versions/editions of the

2we did not find any complete book lists for the years of 2012, 2014 and 2015

same book were counted as one unique book in the aggregated book
list. Through longitudinal analysis of the dataset, we found that
among all of the 552 unique books that had been on the Douban Top
250 Books List at least once from 2011 to 2021, 58% (n=321) showed
up less than three times. Figure 1 presents more information about
the occurrence of each book over time. According to Figure 1, 76
(14%) books appeared on the list once and 215 twice (39%). It is
to be noted that there were 22 books being on the list over eight
times in the eight years. This happened because more than one
edition/volume of the same book was on the list in the same year.
Douban Books did not distinguish or deduplicate such occurrences.

Figure 1: Numbers of Appearance on the Lists of Five Differ-
ent Years.

Item Change of Ranking Change of Rating Change of Number of Ratings
Mean 85.28 0.081 114282.50
Min 9.00 0.000 16707.00
Max 214.00 0.500 574277.00
Std 50.35 0.089 108148.23

Table 3: Changes in Rankings, Ratings, and Numbers of Rat-
ings (based on data about the 64 unique books that stayed on
the Douban Top 250 Books List from 2013 to 2021).

Since the lists were "crowdsourced", the items collected varied
individually and were not always comparable. To enable an analysis
of continuous and comparable data, We selected five of the eight
lists (2013, 2016, 2017, 2018, 2021) that recorded continuous data of
book ratings, and the numbers of ratings. Figure 2 visualizes the
overlap of the five lists. In Figure 2, each colored oval represents a
set of 250 listed books in one particular year. The number in each
colored block (with one color or overlapping colors) represents the
number of overlapping books. For instance, the five ovals overlap
with each other at the center of Figure 2. The "73" in the center
means that there are 73 books that stayed on the Douban Top 250
Books List from 2013 to 2021. After deduplication, the 73 volumes
pointed us to 64 unique books. This happened because Douban
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Figure 2: Overlap of the Douban Top 250 Books List across
Time (based on the lists collected in 2013, 2016, 2017, 2018,
and 2021).

Figure 3: Changes in Ratings across Time (based on data
about the 64 unique books that stayed on the Douban Top
250 Books List from 2013 to 2021).

used to have different versions/editions/volumes of the same book
on the list in the same year. For a book in this case, we chose to
study its most rated version/edition/volume.We considered these 64
books a collection of books with durable popularity and quantified
their temporal changes. Figure 3 visualizes the changes in the 64
books’ overall ratings and Figure 4 visualizes the changes in their
numbers of ratings. Both visualizations were based on real-world
data from 2013, 2016, 2017, 2018, 2021, with the data generated by
normalization for the years in between. Please note that multiple
lines overlapped in Figure 3 and Figure 4, which makes the data look
sparse. To fill the visual gaps, Table 3 provides a brief statistical
summary of the changes. We can tell from figure 4 and Table 3
that the ratings of these books remain constantly high with little

Figure 4: Changes in Numbers of Ratings across Time (based
on data about the 64 unique books that stayed on the Douban
Top 250 Books List from 2013 to 2021).

fluctuations (the mean value of changes in ratings in 0.081/10 with
an overall standard deviation of 0.089/10), which means their high
ratings have been very stable. Meanwhile, the ratings these books
received have been increasing with varying speeds. According to
Figure 4 and Table 3, some of the books that started with larger
numbers of ratings have been gaining ratings faster than the other
books with accelerated speeds. Table 3 shows that on average,
each book gained 114,283 more ratings from 2013 to 2021, with
a maximum increase of 574,277 ratings and a minimum increase
of 16,707. Table 3 also summarizes the changes in rankings. The
biggest change in a book’s position on the ranked list is 214 while
the smallest change is 9. The average change in ranking is 85.28,
with a standard deviation of 50.35.

3.2 Cultural Dimension: Comparative Analysis
This case study is motivated by the gap in existing research where
only Western books and readership have been studied. We wanted
to know how users’ reading interests and opinions might differ by
cultural background. For comparison, we built a parallel dataset
of book ratings of the same books across Douban and Goodreads.
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Given our aims of expanding the existing research scope and break-
ing the anglophone echoing chamber, we focused on the 552 books
on the Douban Top 250 Books List from 2011 to 2021. The next thing
was to find the web pages for these books on Goodreads for com-
parison. Through our preliminary investigation into the settings
of Douban and Goodreads, we found that both platforms were not
able to correctly identify or link all editions/volumes of the same
books, which disabled comparisons of “complete sets” of the same
books. Therefore, we decided to use the most-rated/most-reviewed
edition of the same book on each platform for comparison.

In terms of measurements, we focused on differences and di-
vergences of the ratings across cultures. We quantified the dif-
ferences by subtracting the Goodreads ratings from their corre-
sponding Douban ratings. For divergences, we calculated the Kull-
back–Leibler divergence (K-L divergence) between the parallel dis-
tributions of 1-star to 5-star ratings on Douban and Goodreads
[12, 39]. In our research contexts, we considered the distances of
the distributions of ratings an important factor, second to the differ-
ences in the overall ratings. Figure 5 explains why rating divergence
matters through an example of Lolita (snapshots accessed from
Goodreads and Douban on Jan 17, 2022) [23, 28]. This book had
similar overall ratings on the two platforms, but their percentages
of 1-star to 5-star ratings were quite different. On Goodreads (see
the upper snapshot), Lolita got a 3.88 out of 5 with nearly 70% of
positive reviews: 35% of 5-star ratings and 32% 4-star ratings. On
Douban (see the lower snapshot), it got a 7.7 out of 10 (3.85 out
of 5), however, it only had 25% of 5-star reviews. Most raters on
Douban gave it 4 stars (43.8%) and 3 stars (27.4%). While the overall
ratings on Goodreads and Douban were very close (a difference of
0.03 out of 5), the different distributions of ratings suggested that
the two groups of readers "embraced" the book differently. Given
such cases, we believed the full distribution of ratings was just as
important as its mean value for our comparisons.

Figure 5: Lolita’s Rating Pages on Douban and Goodreads.

To build the dataset, we manually searched for the Goodreads
matches for the 552 selected books. We did that manually because

the matching processing involved a number of difficult cases in mul-
tiple languages. For instance, there are different books written by
different authors with the same book title, whereas some books have
several different titles in one language due to translation differences.
We had to manually differentiate such cases from the “same book,
varied version/edition” cases with our library sciences expertise.
Another reason for manual processing was that we were not able
to generate Goodreads URLs based on English book titles as other
researchers did [76]. We had experimented with this method, which,
however, only worked for the books with especially well-accepted
versions/editions where the best match would pop up as the first
item retrieved. In our tests, the Goodreads URLs generated with
book titles were not consistent. Then, With the parallel Goodreads
and Douban URLs we manually paired, we scraped a small amount
of public data in need for comparison, including book titles, author
names, languages, ratings, numbers of ratings, etc. We found some
inaccurate metadata in the scraped datasets, so we manually cor-
rected and cleaned them. Additionally, We converted the Douban
overall ratings on a 2-10 scale to ratings on a 1-5 scale. While both
Douban and Goodreads allow their users to rate the books on a
1-to-5-star basis, the overall ratings generated on Douban were on a
2-10 scale while those on Goodreads were on a 1-5 scale. Therefore,
to align and compare the overall ratings across platforms, we have
to "normalize" the ratings. We verified that both the Goodreads and
Douban overall ratings were the weighted means of the 1-to-5 score
ratings. For all the books in this parallel dataset, the correlation
between Goodreads overall 1-5 ratings and the weighted average
values is 0.9996, and the correlation between Goodreads overall
2-10 ratings and the weighted average values is 0.9982. Therefore,
the Douban ratings on a 2-10 scale can be converted to ratings
on a 1-5 scale without distorting the real-world distributions of
the ratings the books got (for instance, from 6/10 to 3/5). Similar
conversion was also adopted in prior research hong2017empirical.

Next, we manually added cultural tags to the books since this
parallel dataset was created for studying cross-cultural reception. In
this case study, cultural identity was defined as "the language of the
first publication of the book" which pointed to its earliest and pri-
mary group of readers. We did not use (1) the authors’ motherland;
(2) the author’s country of citizenship; (3) the language used for
writing the books; or, (4) the language of the book on the scraped
page. The scraped language tag was not reliable for determining the
work’s cultural identity because it only described the language of
the specific edition/volume. For authors, their cultural and political
identities can be dynamic and controversial, and do not always
align with the language of their publications. For instance, Milan
Kundera, the famous Czech writer, became a French citizen in 1981
after his Czechoslovak citizenship was revoked in 1979. Later in
2019, he got Czech citizenship. However, most of his well-known
books gain popularity as works published in French and he per-
sonally "sees himself as a French writer and insists his work should
be studied as French literature and classified as such in book stores"
[18]. Such examples show how political and cultural identities can
be complex for authors. Since our research was focused on book
reception rather than authorship, we stuck to the language of the
first publication of each book for it is more likely to be aligned
with the cultural identities of the first intended readership. For
instance, Milan Kundera’s The Unbearable Lightness of Being, which
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was written in Czech but first published in French, was tagged as a
“French” book in our dataset.

A few of the selected books were not available on both platforms,
so we ended up with a parallel dataset of 538 pairs of books. We
calculated the differences and divergences between the ratings, and
compared their numbers of ratings. Table 4 presents the differences
in overall ratings, aggregated by each book’s language of the first
publication and sorted from the largest to the smallest. For instance,
according to the first line, this dataset had only one book in Greek
and there was a difference of 0.45/5 between its overall rating on
Goodreads and that on Douban. According to Table 4, the fewer
samples provided in a language, the larger the average difference.
The maximum differences came from books in Japanese (1.9 out of
5) and Chinese (1.15 out of 5). Table 5 shows the divergences of the
ratings aggregated by each book’s language of the first publication,
sorted from the largest to the smallest. For example, according to
the first role of Table 5, there were 30 books in Japanese and their
mean divergence across the two platforms was around 0.78. Over-
all, the distributions in Table 5 diverged the most on the Japanese
and Chinese works. The maximum divergence values also emerged
from Japanese and Chinese books (19.27 for Japanese and 13.69
for Chinese), which were higher than the third-largest divergence
value for English (0.48 for English). Table 6 summarizes the differ-
ences in the number of ratings a book got across the two platforms,
aggregated by each book’s language of the first publication and
sorted by the number of books in each language. Positive values
mean that Douban has larger numbers of ratings than Goodreads,
while negative values point to the opposite. All the numbers in
Table 6 are absolute numbers of ratings, which means the differ-
ences in Douban and Goodreads’ use bases should be considered in
data interpretation. Even though Douban has a smaller user based
than Goodreads, the books that were first published in Japanese,
Chinese, Bengali, and Danish still have received more ratings on
Douban than Goodreads. Meanwhile, the books published in other
languages have accumulated far more ratings on Goodreads than
on Douban. Such contrast suggests differences in readers’ cultural
interests across the two platforms.

3.3 Political Dimension: Text Classification
Our question for the third case study was whether user-generated
reviews reflected an open, transparent, and democratic paradigm.
More specifically, wewanted to explore if sponsorshipwould change
the nature of the reviews. Sponsorship comes from various stake-
holders of the book industry, such as publishers, book review plat-
forms, booksellers, authors, etc. Sponsorship is often detectable
in the review texts. For instance, many readers who accepted free
and/or advanced copies from a third party had to write reviews
in return for the sponsorship. Typical sponsored reviews come
with explicit claims like "“I received this book from the X via Y
[anonymized] to read and review” and “I received this book in ex-
change for an honest review, this has not altered my opinion”. While
these reviewers frankly acknowledged the existence of sponsor-
ship, they also denied the sponsorship’s impacts on their reviews.
We intended to investigate the power dynamics and relationships
between sponsored and non-sponsored reviews through two ques-
tions: (1) if sponsored reviews would gain more visibility than the

First Publication
Language Count Mean Std Min Max

Greek 1 0.45 nan 0.45 0.45
Portuguese 2 0.38 0.02828 0.36 0.4
Czech 1 0.37 nan 0.37 0.37
Swedish 1 0.37 nan 0.37 0.37
Spanish 5 0.336 0.24996 0.02 0.58
Arabic 1 0.33 nan 0.33 0.33
Italian 9 0.32556 0.16372 0.08 0.52
Danish 3 0.32333 0.25502 0.07 0.58
Norwegian 1 0.31 nan 0.31 0.31
German 13 0.3 0.1193 0.11 0.46
French 20 0.272 0.15178 -0.06 0.62
Japanese 80 0.23962 0.29469 -0.2 1.9
Russian 6 0.225 0.24664 -0.06 0.54
Bengali 2 0.21 0.08485 0.15 0.27
English 128 0.19219 0.20595 -0.54 0.85
Chinese 263 0.11875 0.27098 -0.8 1.15
Hebrew 2 0.075 0.12021 -0.01 0.16

Table 4: Differences in Book Ratings across Douban and
Goodreads

First Publication
Language Count Mean Std Min Max

Japanese 80 0.77858 2.80639 0.0048 19.27238
Chinese 263 0.56508 1.77565 0.00715 13.68772
Greek 1 0.18964 nan 0.18964 0.18964
Danish 3 0.17926 0.1099 0.08914 0.3017
Swedish 1 0.16512 nan 0.16512 0.16512
Arabic 1 0.16036 nan 0.16036 0.16036
Italian 9 0.15999 0.12171 0.02022 0.33054
Portuguese 2 0.15568 0.01681 0.1438 0.16757
French 20 0.15271 0.09523 0.03796 0.42416
Czech 1 0.14566 nan 0.14566 0.14566
Spanish 5 0.14004 0.10393 0.02125 0.24761
German 13 0.13019 0.06945 0.02022 0.24213
Russian 6 0.12565 0.08051 0.01648 0.24249
Norwegian 1 0.11668 nan 0.11668 0.11668
English 128 0.10964 0.08504 0.01127 0.48123
Bengali 2 0.07955 0.02483 0.062 0.09711
Hebrew 2 0.03283 0.01493 0.02227 0.04339

Table 5: Divergences of Book Ratings across Douban and
Goodreads

non-sponsored ones; and, (2) if the sponsored reviews significantly
differed from the non-sponsored ones in terms of content. To an-
swer the first question, we quantified the proportions of the two
types of reviews. The second question was investigated through
text classification. We experimented with a variety of text classifiers
to see if they could easily tell the difference between the two types
of reviews [33].

To build the training and test sets for classification, we reused
a public research dataset of millions of Goodreads book reviews
called the UCSD Book Graph [69, 70]. It contains (1) eight genres
of book reviews scraped from Goodreads, which were posted from
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First Publishing
Language Count Mean Std Min Max

Chinese 263 60,035.36 74,306.79 -372,200 620,027
English 128 -720,383 1,216,113 -7,835,500 166,919
Japanese 80 28,546.65 119,798.4 -264,932 683,579
French 20 -154,812 314,847.1 -954,624 100,070
German 13 -154,178 249,309.8 -702,545 94,463
Italian 9 -41,134.7 54,274.76 -166,168 3,005
Russian 6 -269,755 351,413.1 -710,927 61,232
Spanish 5 -160,009 199,780.6 -473,618 23,827
Danish 3 2,286 9,550.524 -8,420 9,930
Bengali 2 32,765 33,716.27 8,924 56,606
Hebrew 2 -337,822 272,715.5 -530,661 -144,983
Portuguese 2 -1,234,104 1,444,424 -2,255,466 -212,742
Arabic 1 -24,113 nan -24,113 -24,113
Czech 1 -4,337 nan -4,337 -4,337
Greek 1 -156,954 nan -156,954 -156,954
Norwegian 1 -116,813 nan -116,813 -116,813
Swedish 1 -170,649 nan -170,649 -170,649

Table 6: Differences in Numbers of Ratings across Douban
and Goodreads

Figure 6: Data Processing Workflow and Counts of Reviews.

2006 to 2017; and, (2) book metadata and author information. First,
we aligned all reviews with the book metadata and the author in-
formation for validation. Then, we filtered the aligned reviews by
dropping non-English reviews and the reviews that were too short
(less than 50 characters) to be semantically meaningful. Next, based
on close reading and manual annotation of a sample of sponsored
reviews, we developed a small dictionary of typical "sponsored
reviews" phrases. We used this dictionary to computationally iden-
tify all the "candidates" of sponsored reviews who had at least one
phrase from the dictionary. To find the "true positive" sponsored
reviews, we further filtered the candidate sponsored reviews to find
the ones containing no less than three sponsorship phrases. This
threshold was chosen based on our experiment with a small sample
of hundreds of reviews. We manually identify the true positive
"sponsored" reviews among all the potential ones, and we found
that three sponsorship phrases were stronger signals for positive
true cases. The only exception was poetry reviews: we kept the
poetry reviews with no less than two phrases from the dictionary
because (1) there were only a small number of poetry reviews avail-
able for filtering; and, (2) poetry reviews were less likely to involve

sponsorship phrases. Figure 6 shows our workflow for processing
the existing dataset, the counts of reviews after each step, and the
distributions of reviews by genre. According to our observation,
around 8% of the scraped reviews were potentially sponsored.

Finally, we randomly sampled 500 potentially sponsored reviews
from each genre and randomly sampled another potentially 500 non-
sponsored reviews from each genre to construct a balanced training
and test dataset for classification. We conducted the sampling five
times, which produced 5 training and test datasets, each with 8000
reviews. We built a series of classifiers that were commonly used
in text classification tasks with features generated from the review
texts. The models we used were Decision Tree, KNeighbors, Naïve
Bayes, Logistic Regression, Support VectorMachine, Random Forest,
and Xtereme Gradient Boosting classifiers imported from scikit-
learn (sklearn), a machine learning library in Python [57]. The
features included counts of word vectors, word-level TF-IDF, ngram-
level TF-IDF and character-level TF-IDF generated with sklearn
vectorizers [57, 60].For comparison, we removed the sentences that
contained the "sponsored review" phrases from the review texts
to build another 5 training and test datasets. We called the second
5 sets of book reviews without the explicit "sponsored review"
sentences "filtered reviews". Table 7 summarizes the classifiers’
performances built on each combination of features and model on
the two sets of training and test sets. According to Table 7, most
classifiers (except for the KNeighbors models) can easily distinguish
the "sponsored" reviews from the non-sponsored ones (average
accuracy over 90%, up to 99.7 %). However, once we removed the
explicit "sponsorship" claims, the overall accuracy of the models
drastically dropped to around 50%, which suggests that our models
could no longer differentiate the two types of reviews.

4 FINDINGS AND DISCUSSIONS
4.1 Temporal Dimension: Durability of Book

Ratings and Popularity
Our longitudinal analysis of the 552 books on the Douban Top 250
Books List indicates that popularity does not last for most books and
the ranked lists based on crowdsourced ratings change constantly.
For the small group of 64 books with durable popularity, while
their ratings remain high and stable, the attention they get vary
drastically across time. Therefore, digital librarians and researchers
who work with such datasets should specify what snapshots are
used and which periods the datasets truly represent. They should
also provide more information about the historical contexts and
temporal durability of the ranked lists for potential users of the
datasets. Developers of such lists should (1) clearly communicate the
timeliness of their datasets; and, (2) consider providing longitudinal
archives of the changing lists for better data transparency and
interpretability.

4.2 Cultural Dimension: Differences and
Divergences in Interests and Opinions

With parallel data about 538 pairs of books collected from Douban
and Goodreads, we quantified the differences and divergences in
cross-cultural ratings of the same books. As far as we know, this is so
far the first computational and comparative case study on Western
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Features Model Average Accuracy
(original reviews)

Standard Deviation
of Accuracy
(original reviews)

Average Accuracy
(filtered reviews)

Standard Deviation
of Accuracy
(filtered reviews)

Average
Change of Accuracy
(original reviews VS
filtered reviews

Count Decision Tree 0.974 0.001 0.500 0.011 -0.475
Vector KNeighbors 0.819 0.005 0.503 0.008 -0.315

Naïve Bayes 0.788 0.014 0.504 0.014 -0.284
Logistic Regression 0.978 0.005 0.509 0.013 -0.469
Support Vector Machine 0.956 0.003 0.504 0.005 -0.452
Random Forest 0.941 0.005 0.503 0.009 -0.438
Xtereme Gradient Boosting 0.988 0.002 0.503 0.008 -0.486

Word-level Decision Tree 0.969 0.004 0.504 0.016 -0.465
TF-IDF KNeighbors 0.578 0.029 0.502 0.012 -0.075

Naïve Bayes 0.865 0.006 0.503 0.011 -0.361
Logistic Regression 0.943 0.007 0.504 0.012 -0.439
Support Vector Machine 0.958 0.005 0.502 0.010 -0.456
Random Forest 0.979 0.002 0.504 0.006 -0.476
Xtereme Gradient Boosting 0.989 0.003 0.505 0.008 -0.484

Ngram-level Decision Tree 0.990 0.003 0.502 0.003 -0.488
TF-IDF KNeighbors 0.575 0.146 0.505 0.013 -0.070

Naïve Bayes 0.952 0.003 0.507 0.016 -0.446
Logistic Regression 0.986 0.003 0.510 0.011 -0.475
Support Vector Machine 0.988 0.002 0.511 0.010 -0.477
Random Forest 0.992 0.001 0.504 0.017 -0.489
Xtereme Gradient Boosting 0.997 0.001 0.507 0.013 -0.490

Character-level Decision Tree 0.955 0.007 0.500 0.011 -0.455
TF-IDF KNeighbors 0.539 0.016 0.502 0.012 -0.037

Naïve Bayes 0.892 0.036 0.500 0.014 -0.392
Logistic Regression 0.942 0.004 0.499 0.014 -0.444
Support Vector Machine 0.957 0.003 0.498 0.010 -0.458
Random Forest 0.973 0.003 0.497 0.011 -0.477
Xtereme Gradient Boosting 0.986 0.003 0.498 0.013 -0.488

Average - 0.909 0.011 0.503 0.011 -0.406
Table 7: Performances of the Classifiers on Book Reviews with and without Explicit Sponsorship Claims

and non-Western readership based on user-generated data. In terms
of reading interests, we found that the Goodreads users have been
less interested in non-Western books compared to reviewers on
Douban. As for readers’ opinions about the same books, the parallel
ratings diverge most for books that Goodreads users rated less
frequently, particularly the Japanese and Chinese works. Many
non-Western canonical books and/or books popular with Douban
users are seldom rated on Goodreads. Given these differences, we
urge future DH and CA studies to (1) specify culture-dependency of
user-generated book reviews whenmaking claims; and, (2) diversify
data sources for more inclusiveness and broader representativeness.
Meanwhile, DL stakeholders are encouraged to collect data from
(1) the communities they are most familiar with for more cultural
contexts and better interpretability; and/or (2) a wide variety of
communities for comprehensive perspectives.

4.3 Political Dimension: User Power Dynamics
Through text classification of sponsored and non-sponsored book
reviews (with and without explicit sponsorship claims), we found
that around 8% of the reviews scraped from Goodreads are poten-
tially sponsored. However, to the classifiers, the main differences be-
tween the sponsored and the non-sponsored reviews are sentences
that explicitly claim the existence of the sponsorship. Once such
explicit claims were removed, the two types of reviews became hard
to differentiate (a drastic drop of 40% in the average classification
accuracy). This finding suggests that for our case study, sponsored
reviews were not significantly affected by the sponsorship. While

our findings are subject to further examination with respect to other
features and factors (e.g., ratings of the reviews, the books that got
sponsored), they remind us that user-generated book reviews come
from reviewers with varying motivations, backgrounds, platform-
wise activities, etc. Certain voices might be sponsored by less visible
agents, even though such voices might not be prioritized on a given
platform. For future research, power dynamics and relationships
between different groups of users should be investigated to detect
and address any potential biases in the data.

4.4 Discussions and Limitations
Our empirical investigations illuminated under-examined features
of user-generated book reviews, however, our exploration and find-
ings are preliminary. We would like to clearly communicate our
research limitations to our readers aswell as future developers/users
of similar datasets. First, all presented case studies were based on
data collected from Goodreads and Douban, which might entail
platform-based biases, limitations, and data peculiarities to our
research. For instance, both platforms lacked high-quality biblio-
graphic control, which disabled the aggregation of book rating data
over all editions or versions of the same book. Meanwhile, the data
were not always comparable due to the platform-wise differences
in terms of user base, items provided, etc. Therefore, the parallel
dataset we built only covered a small amount of data from the two
platforms. Besides, both Goodreads and Douban are commercial
websites. When re-purposing their data for our research, we did not
aim to identify or remove the impact of commercial factors that are
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embedded in the platforms’ designs (e.g., how did advertisements
on the platforms affect the book ratings). Second, our research
methods and findings need further improvement and verification.
Taking the third case study as an example, all reviews were selected
from an existing dataset, which was a convenient and imbalanced
sample of Goodreads reviews. Given the scraped reviews’ imbal-
anced distribution in the eight genres, the 522 sponsored poetry
reviews had to be reused in the five random samples. In addition,
our lexicon-based approach for identifying the sponsored reviews
was deliberately streamlined, and our feature engineering might
not be the best choice for this dataset. These might be the causes of
both the particularly high and low performances before and after
removing the explicit sponsorship sentences. As a result, although
clear patterns emerged from our text classification, further experi-
ments and error analysis are in need for verifying and interpreting
these patterns.

However, the point of our research was neither to find "ubiqui-
tous patterns" with representative samples nor to draw "globally
true" conclusions about book reception. Instead, we aimed to em-
pirically explore the understudied complexities of user-generated
book reviews through preliminary and exemplar studies. For in-
stance, our second case study revealed the differences in Goodreads
and Douban readers’ interests and reception of the same books. Al-
though it didn’t tell us whether such differences would remain the
same across other book collections and/or readerships, it demon-
strated that user-generated reviews diverged in cultural dimensions,
and enriched the social-cultural perspectives of current DH research
on book reviews. We expect more case studies with other datasets
to cross-examine the findings of our case studies.

5 CONCLUSIONS AND FUTUREWORK
5.1 Conclusions
Through three case studies, our research empirically explored the
under-examined features of user-generated book reviews through
the lens of temporal changes, cross-cultural divergence, and user
power dynamics. Our case studies also demonstrate the challenges
posed by user-generated book reviews’ real-world complexities to
their scholarly usage, and propose solutions to these challenges.
With data collected from Goodreads, which is based in U.S., and
Douban, which is based in China, we investigated (1) the dura-
bility of book ratings and their popularity; (2) the cross-cultural
differences and divergences in users’ reading interests and opin-
ions; and, (3) the user power dynamics reflected in sponsored and
non-sponsored reviews. Our findings shed light on the emergent
gaps between (1) user-generated book reviews scraped from social
reading platforms; and, (2) curated web archives ready for scholarly
use in DH. We urge future researchers to examine the longitudinal
durability, culture dependency, user power dynamics and other fea-
tures of their research data obtained from social reader platforms
for a more critical and contextualized understanding of the dataset.
Meanwhile, we suggest that digital library stakeholders who curate
such datasets should specify the temporal contexts and cultural
representativeness of their data provisions. We also recommend
collecting user-generated data from diverse sources for better inclu-
siveness and broader representativeness in DH research. Last but
not least, our strategies and workflows for developing the datasets

demonstrated how digital library professionals’ domain expertise
in web archives, book history, readership, bibliographic control,
etc., help with curating and utilizing user-generated book reviews.
With joint efforts from library professionals and humanities/social
sciences scholars, we will be able to critically address the complexi-
ties of user-generated book reviews and improve their usability in
future research.

5.2 Future Work
Regarding future work, we plan to further the three case studies
by addressing the aforementioned limitations, optimizing their re-
search designs, and scrutinizing our existing findings. For instance,
we can examine (1) if the books’ ratings, numbers of ratings, and
durability of their popularity are correlated; and, (2) how the dura-
bility of ratings and reading interests vary across readerships and
platforms. With supplementary data provisions from other sources,
we might be able to identify some external factors (e.g., film adap-
tions, celebrity recommendations) and industry-wise mechanisms
(e.g., the long tail effects, online word of mouth) behind the fluctua-
tions in book ratings and popularity. Second, we shall develop more
use cases to deepen and expand our cross-cultural comparisons. For
instance, we can (1) use book lists on Goodreads to create more par-
allel instances; and, (2) look into the books that were only available
on Douban or Goodreads but not both to understand why certain
books turned out to be exclusively available/popular among certain
reading communities. We can leverage data obtained from more
platforms and readership communities, especially the ones that are
not primarily in English or Chinese, to reflect on the patterns iden-
tified and enrich our research agenda. Third, we should further our
analysis of sponsored and non-sponsored reviews. For instance, we
can inspect the books associated with large numbers of sponsored
reviews (e.g., What are their genres? Which publishers the spon-
sored reviews are most frequently associated with?) to illuminate
any implicit relations between the review sponsorship and the book
industry. At the same time, we are still working on the datasets
we’ve created and reused. As aforementioned, our presented re-
search is preliminary, and we are still enriching and analyzing the
datasets. For the sake of research transparency, we’ve (1) shared all
the resources we leveraged; and, (2) released the Goodreads and
Douban URLs we curated on our own as data retrieval handles
for other researchers to look into 3. We will keep releasing and
updating our datasets and scripts in this repository.
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